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An alternative formulation of direct methods for phase

re®nement using the sign probability originally introduced

for breaking the phase ambiguity intrinsic in single

isomorphous replacement or single-wavelength anomalous

diffraction data has been proposed. This formulation can

incorporate known phase information through constrained

phase re®nement. This formulation was tested by application

to the phase-extension problem using experimental data. The

results showed that this formulation was valid and promising

for designing better methods for phase extension.
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1. Introduction

The application of direct methods to protein X-ray crystallo-

graphy has been the product of many years of study and

tremendous progress has been made in recent years

(Hauptman, 1997). For ab initio phasing, the minimal principle

has been formulated and applied with success in the Shake-

and-Bake algorithm, which has been shown to be able to solve

the phase problem automatically for structures containing as

many as 1000 atoms when data at atomic resolution are

available (Miller et al., 1993; Weeks et al., 1995). Approaches

to resolve re¯ection phase ambiguity involved the combina-

tion of direct methods with the single-wavelength anomalous

scattering method (OAS or SAS; Fan, 1965; Fan & Gu, 1985;

Liu, Harvey et al., 1999) or with multi-wavelength anomalous

diffraction (MAD) data (Gu et al., 2001). In both cases, the

incorporation of direct methods led to better phases and maps

with experimental data to medium resolution. These

developments will continue as the structural genomics ®eld

matures, as the phase problem is still one of the essential steps

in determining protein structures in an automated fashion.

It is well known that direct methods can be applied to phase

extension. In this work, a phase-re®nement formula with

constraints on a known phase set was ®rst derived. This

formula was then applied to phase extension and tested on a

myoglobin structure with experimental data to 2.0 AÊ resolu-

tion. The resulting phase set is shown to be better than that

from the program DM (density modi®cation) alone in the

CCP4 suite (Collaborative Computational Project, Number 4,

1994). The proposed phase-re®nement formula is based on the

sign formula for breaking the phase ambiguity in the OAS case

(Fan & Gu, 1985). The physical meaning of the sign formula is

reinterpreted so that it could be used as a phase-re®nement

formula through iteration; that is, phases could be re®ned

through a series of steps. The phase shifts are split into

magnitudes and signs, which are treated separately by a phase-

shift tangent formula and the sign probability. This procedure

will be shown to lead to an ef®cient algorithm for phase

re®nement which converges.
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2. Materials and methods

2.1. Sign formula for single-wavelength anomalous scattering
(OAS or SAS) and single isomorphous replacement method
(SIR)

The phase ambiguity in the OAS case is expressed as

'h � '00h;A � j�'hj; �1�

where '00h;A and �'h are known from the OAS data (Kartha,

1975). The sign of �'h is derived using the formula

P���'h� � 0:5� 0:5 tanh
�

sin j�'hj
P
h0

mh0mhÿh0�h;h0

� sin��03 ��'h0;best ��'hÿh0;best� � �h sin �h

�
;

�2�

where

�03 � ÿ'00h;A � '00h0;A � '00hÿh0;A �3�

and � sin �h is the Sim weight (Sim, 1959),

�'h;best � 'h;best ÿ '00h;A: �4�

The values of �'h,best and mh are calculated with the initial P+

set to 0.5,

tan��'h;best� � 2�P� ÿ 1
2� sin j�'hj= cos �'h; �5�

mh � exp�ÿ�2
h=2�f�2�P� ÿ 1

2�2 � 1
2��1ÿ cos 2�'h�

� cos 2�'hg1=2; �6�

where �h is related to the experimental error and can be

calculated from the mean square of the `lack-of-closure error'

(Blow & Crick, 1959). For the theory behind and the practical

application of (1) to (6), the reader is referred to Fan & Gu

(1985), Fan et al. (1990) and Hao (2000).

2.2. Reinterpretation of the physical meaning of the sign
formula and its modification

Suppose the true phase is 'h,true; for a given trial phase

'h,trial and phase step size �'h,trial, the improved phase 'h,imp is

equal to 'h,trial � |�'h,trial|. For the OAS case, 'h,trial and

�'h,trial can be calculated from the experimental data and

hence are known. When they are not known, random phases

are used as the starting values. Direct methods state that the

phase information is contained in the diffraction intensity.

Therefore, if 'h,trial and �'h,trial are substituted for '00h;A and

�'h in OAS, respectively, (2) could be used to calculate P+

and this probability should contain the phase information

from direct methods, because 'h,imp depends on P+ through (4)

and (5). It is expected that 'h,imp will gradually approach

'h,true. To improve the value of �'h,trial for each iteration, the

following formula derived in Fan & Gu (1985) is used,

tan��'h;trial� �P
h0

mh0mhÿh0�h;h0 sin��03 ��'h0;best ��'hÿh0;best� � �h sin �hP
h0

mh0mhÿh0�h;h0 cos��03 ��'h0;best ��'hÿh0;best� � �h cos �h

:

�7�

The absolute value of the resulting �'h,trial is substituted back

into (2) and then the resulting value of P+ into (6) and (5). The

value of 'h,trial is then updated with the calculated value of

�'h,best. This completes a cycle of iteration, as shown in the

¯ow chart in Fig. 1. In the original derivation of (7) (Fan & Gu,

1985), the Sim-weight distribution was used to introduce the

known phase information from the anomalous scatters. In the

current reinterpretation of (7), the real physical meaning of

the Sim weight is not used. Instead, known phase information

'h,known, with a ®gure of merit mh, is ®rst approximated by a

Gaussian distribution and this Gaussian distribution is then

approximated, mathematically and numerically, by a Sim-

weight distribution using a Taylor expansion at �h = 0, so that

(7) could still be used. Therefore, �h is approximated by (11)

(see below) and �h should be 'h,knownÿ 'h,trial. The Sim-weight

term is only present and added to the triplet term when there

is known phase information for the corresponding index h.

Therefore, when there is no known phase information, the

corresponding Sim-weight term is missing and no phase

constraint is applied.

When there is no heavy-atom or anomalous scatter in the

crystal structure, the `lack-of-closure error' �h in (6) cannot be

calculated as before. However, the phase information from the

diffraction intensity also contains error, which is related to the

half-height width of the Cochran distribution. To estimate this

error, an analogy between the minimal principle (Hauptman,

1991) and the least-squares minimization is made, which is

evident by comparing the following two equations.

Rmin �
P
h;h0
�h;h0 cos �3 ÿ

I1��h;h0 �
I0��h;h0 �

� �2

; �8�
Figure 1
Flow chart of the constrained phase re®nement



R �P
i

1

�2
i

�xi ÿ �x�2: �9�

Therefore, �h can be estimated by the following formula,

�2
h �

1P
h0
�h;h0

: �10�

For a known phase, 'h,known, the Sim-weight-like distribution is

used to approximate the phase-probability distribution and �h

can be calculated by approximating the distribution with the

Gaussian distribution whose half-height width is related to the

®gure-of-merit of the known phase. This leads to the next

equation,

�h � ÿ1=�2ln�mh��; �11�

where mh is the ®gure of merit. There is a singularity in �h

when mh approaches zero, which is avoided by setting mh

equal to 1 minus a tiny number. This tiny number will affect

the relative weight between the Sim-weight term and the

triplet term. This tiny number is chosen to be 10ÿ4 and, in the

meantime, a scale factor is also introduced to multiply the

resulting �h in order to modulate the relative balance between

the two terms. In the test presented below, the scale factor

was 1.0.

2.3. Application to phase extension

When a set of known phases is available with a ®gure of

merit for each phase, this information can be incorporated into

phase re®nement through the term � sin �h in (2) and (7) using

(11). This is especially useful when the known set consists of

low-resolution re¯ections, so that high-resolution phases will

become more accurate from constrained phase re®nement

than that when the known set is not available, which should be

random phases, assuming the density-modi®cation procedure

has not been applied.

The proposed method was tested with a myoglobin

structure with experimental data available from the PDB

(Bernstein et al., 1977), PDB code 1dti. It belonged to space

group P212121, with unit-cell parameters a = 49.163, b = 40.002,

c = 80.011 AÊ and one molecule in the asymmetric unit. A set of

phases to 4 AÊ was ®rst generated from the crystal structure

using CCP4/SFALL (Collaborative Computational Project,

Number 4, 1994), assigning a ®gure of merit to 1.0 for all

re¯ections. This set was used as the known set. The experi-

mental data of 1dti used is up to 2.0 AÊ , the normalized

structure amplitudes E of which were calculated with CCP4/

ECALC. The constrained phase re®nement was run for 20

iterations for a given random seed, which was used to generate

the random starting phases for all the re¯ections to 2.0 AÊ . A

series of runs were tried and the resulting phase sets were

averaged by summation using

'h;average � tanÿ1

Pn
j�1

�mh sin 'h;best�jPn
j�1

�mh cos'h;best�j

2664
3775;

�mh�average �

��Pn
j�1

�mh sin 'h;best�j
�2

�
�Pn

j�1

�mh cos 'h;best�j
�2�ÿ1=2

n
;

�12�

where n is the number of phase sets included in the average.

The averaged phase set was subject to a standard run of

CCP4/DM and the results were compared with the set from

CCP4/DM alone by checking the map correlation coef®cient,

phase error and electron-density map connectivity.

The phase sets for average were chosen based on clustering

analysis, shown to be effective previously (Liu, Gu et al., 1999).

The phase distances between all pairs of phase sets were ®rst

calculated and then subject to clustering analysis with the

complete linkage algorithm as implemented in the program

OC (Barton, 1993). The distance between two phase sets is

de®ned as

�' �
Pn

i

m1;im2;ij'1;i ÿ '2;ijPn
i

m1;im2;i

; �13�

where m is the ®gure of merit, subscripts 1 and 2 correspond to

phase sets 1 and 2, and subscript i corresponds to the re¯ection

number i.

3. Results and discussion

The test was performed by extending a set of calculated phases

from 4.0 to 2.0 AÊ using the experimental data. There were 1496

known phases and 10 898 observed re¯ections included. The

number of the largest �2 relations included in the calculation

was 1 346 541. There were 20 iterations for each run, which

took about 10 min of CPU time on an 800 MHz Pentium III.

2000 runs were performed for the present test.

The improvement was certain when the electron-density

map connectivity was inspected at 3.5 AÊ for DM alone and the

constrained phase re®nement followed by DM. In the former

there were three small breaks, whereas in the latter there were

two small breaks. The difference at the density map of residue

Ala60 was the largest break in the DM-only map and showed

that the constrained phase re®nement improved the electron-

density map (see Fig. 2). The map correlation coef®cients and

the averaged phase errors calculated at 3.5 AÊ , however, did

not seem very sensitive to the local improvement in the map.

The overall (including both the main-chain and side-chain

atoms) map correlation coef®cient improved only 0.3%, from

0.7902 for DM alone to 0.7928 for direct methods plus DM,

while the averaged phase error improved 1%, from 20.79 for

DM alone to 20.57 for direct methods plus DM. Owing to the

fact that DM is extremely effective in extending phases that

are very accurate at low resolution, particularly for the main-
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chain atoms, it is very dif®cult to outperform DM. Since the

calculated phases from the model were used as the seed for

phase extension, the improvement shown here is not as

signi®cant as one would expect. However, this new method

does show some promising aspects for future applications.

Finally, it worth pointing out that if the quality of a phase set

could be estimated accurately using an indicator, the good sets

of phases could be selected for averaging by clustering analysis

(Liu, Gu et al., 1999). In the present test, the phase sets were

clustered using the complete linkage algorithm as imple-

mented in the program OC (Barton, 1993). A cluster

consisting of 11 phase sets was chosen which gave the results

discussed above and in Fig. 2. It is interesting to note that the

single linkage algorithm for clustering did not give satisfactory

results.

Introducing phase information from direct methods is

certainly useful and should be attempted whenever possible,

but it should be performed in combination with the density-

modi®cation procedure, a well established method in protein

crystallography. Direct methods extracts phase information

from the diffraction amplitudes, so it should be applied ®rst

and followed by DM, so that the phases input to DM contain

more phase information. Usually, DM will generate the

electron-density map for interpretation and tracing. However,

further cycling of applying direct methods and DM may be

attempted in order to determine if further improvement of the

electron-density map is possible. During cycling, the conver-

gence of the electron-density maps between cycles could be

used as a criterion for the convergence of this new procedure.

In summary, based on the comparison of electron-density

maps along the whole molecule, the proposed method

performed better than DM alone in terms of map connectivity

in particular parts of the maps that were compared. The global

map correlation and phase-error indicators proved insensitive

to these local bene®ts.

I would like to thank Professor Hai-Fu Fan for introducing

me to the sign-probability formula for breaking the phase

ambiguity and many insightful suggestions during this work.
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